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Generalized Pareto distribution (GPD)
The generalized Pareto distribution (GPD) is a two parameter
distribution with distribution function.

Gξ,σ(x) =
{

1− (1 + ξx/σ)−1/ξ, ξ 6= 0
1− exp(−x/σ), ξ = 0

where σ > 0, and the support is x ≥ 0 when ξ ≥ 0 and
x ∈ [0,−σ/ξ] when ξ < 0.

Functional Covariate-Adjusted Tail Index
Model:

1− F (y | X) = y−αXL(y | X).

Where αX = exp(〈X, β〉), with X ≡ X(t) is a functional
covariate and β ≡ β(t) is a function of the regression coeffi-
cient and both X, β ∈ X being a squared–integrable function
and with 〈f, g〉=

∫ 1
0 f (t)g(t)dt.

Coefficient Regression β(t)
Assume that β(t) can be written as a function of spline which
has the form of de Boor (2001),

β (t) =
∑η+1

j=1 wjBj(t), j = 1, . . . , η
where {Bj, j = 1, . . . , η + 1} is a B-spline basis.

Learning from Data
To learn about the tail index we follow Wang and Tsai (2009).
Let {(Xi, Yi)}ni=1 be a random sample where Xi ∈ X and the
Yi are random variables and

Rn(w) =
n∑
i=1

exp(〈Xi(t),
η+1∑
j=1

wjBj(t)〉) log(Yi/νn)−Xi(t),
η+1∑
j=1

wjBj(t)

 I(Yi > νn)

β̂ (t) =
η+1∑
j=1

ŵjBj(t)

Experiments of Artificial Data
• Scenario 1, Pareto(αX).
• Scenario 2, Burr(1,αX).
• Scenario 3, GPD(1,1,αX).

where Xi(t)=Z2
i (t) and Zi(t) is Brownian bridge Z = {Z(t) :

t ∈ [0, 1]} and the true coefficient functions are, β1(t) =
cos(3t)2, β2(t) = sin(2t)2, β3(t) = cos(6t)2/ exp(t) respectively
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Figure 1: Response Y of sample size n = 200 for Scenarios 1-3;(Right)
along with corresponding to trajectories Z(t)2 of Brownian bridge;(Left) sim-
ulation result for a beta estimate (dashed line) against corresponding a true
beta (solid line). (top) β1(t) = cos(3t)2 (middle) β2(t) = sin(2t)2 (bottom)
β3(t) = cos(6t)2/ exp(t).
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